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Summary. The concept of context-free grammar and of derivability in grammar are
introduced. Moreover, the language (set of finite sequences of symbols) generated by grammar
and some grammars are defined. The notion convenient to prove facts on language generated
by grammar with exchange of symbols on grammar of union and concatenation of languages
is included.
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The articles [8], [5], [9], [1], [10], [11], [3], [2], [7], [4], and [6] provide the notation and terminol-
ogy for this paper.

We consider tree construction structures as extensions of 1-sorted structure as systems
〈 a carrier, rules〉,

where the carrier is a set and the rules constitute a relation between the carrier and the carrier∗.
Let us note that there exists a tree construction structure which is non empty and strict.
We consider context-free grammars as extensions of tree construction structure as systems
〈 a carrier, an initial symbol, rules〉,

where the carrier is a set, the initial symbol is an element of the carrier, and the rules constitute a
relation between the carrier and the carrier∗.

Let us observe that there exists a context-free grammar which is non empty.
Let G be a tree construction structure. A symbol ofG is an element ofG. A string of G is an

element of (the carrier ofG)∗.
Let D be a set and letp, q be elements ofD∗. Thenpa q is an element ofD∗.
Let D be a set. One can check that there exists an element ofD∗ which is empty.
Let D be a set. ThenεD is an empty element ofD∗.
Let D be a non empty set and letd be an element ofD. Then〈d〉 is an element ofD∗. Let e be

an element ofD. Then〈d,e〉 is an element ofD∗.
In the sequelG denotes a non empty tree construction structure,sdenotes a symbol ofG, andn,

m denote strings ofG.
Let us considerG, s and letn be a finite sequence. The predicates⇒ n is defined as follows:

(Def. 1) 〈〈s, n〉〉 ∈ the rules ofG.

Let us considerG. The terminals ofG yielding a set is defined by:

(Def. 2) The terminals ofG = {s : ¬
∨

n:finite sequences⇒ n}.

The nonterminals ofG yields a set and is defined by:

(Def. 3) The nonterminals ofG = {s :
∨

n:finite sequences⇒ n}.

One can prove the following proposition

1 c© Association of Mizar Users

http://mizar.org/JFM/Vol4/lang1.html


CONTEXT-FREE GRAMMAR — PART I 2

(1) (The terminals ofG)∪ (the nonterminals ofG) = the carrier ofG.

Let us considerG, n, m. The predicaten⇒m is defined as follows:

(Def. 4) There exist stringsn1, n2, n3 of G and there existss such thatn = n1
a 〈s〉a n2 andm=

n1
a n3

a n2 ands⇒ n3.

In the sequeln1, n2, n3 are strings ofG.
One can prove the following four propositions:

(2) If s⇒ n, thenn1
a 〈s〉a n2 ⇒ n1

a na n2.

(3) If s⇒ n, then〈s〉 ⇒ n.

(4) If 〈s〉 ⇒ n, thens⇒ n.

(5) If n1 ⇒ n2, thenna n1 ⇒ na n2 andn1
a n⇒ n2

a n.

Let us considerG, n, m. The predicaten⇒∗ m is defined by the condition (Def. 5).

(Def. 5) There exists a finite sequencep such that

(i) lenp≥ 1,

(ii) p(1) = n,

(iii) p(lenp) = m, and

(iv) for every natural numberi such thati ≥ 1 andi < lenp there exist stringsa, b of G such
that p(i) = a andp(i +1) = b anda⇒ b.

We now state three propositions:

(6) n⇒∗ n.

(7) If n⇒m, thenn⇒∗ m.

(8) If n2 ⇒∗ n1 andn3 ⇒∗ n2, thenn3 ⇒∗ n1.

Let G be a non empty context-free grammar. The language generated byG yielding a set is
defined by the condition (Def. 6).

(Def. 6) The language generated byG = {a;a ranges over elements of (the carrier ofG)∗: rnga⊆
the terminals ofG ∧ 〈the initial symbol ofG〉 ⇒∗ a}.

One can prove the following proposition

(9) LetG be a non empty context-free grammar andn be a string ofG. Thenn∈ the language
generated byG if and only if rngn⊆ the terminals ofG and〈the initial symbol ofG〉 ⇒∗ n.

Let D, E be non empty sets and leta be an element of[:D, E :]. Then{a} is a relation between
D andE. Let b be an element of[:D, E :]. Then{a,b} is a relation betweenD andE.

Let a be a set. The functor{a⇒ ε} yields a strict context-free grammar and is defined as
follows:

(Def. 7) The carrier of{a⇒ ε}= {a} and the rules of{a⇒ ε}= {〈〈a, /0〉〉}.

Let b be a set. The functor{a⇒ b} yielding a strict context-free grammar is defined as follows:

(Def. 8) The carrier of{a⇒ b} = {a,b} and the initial symbol of{a⇒ b} = a and the rules of
{a⇒ b}= {〈〈a, 〈b〉〉〉}.

The functor

{
a⇒ ba
a⇒ ε

}
yields a strict context-free grammar and is defined by:
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(Def. 9) The carrier of

{
a⇒ ba
a⇒ ε

}
= {a,b} and the initial symbol of

{
a⇒ ba
a⇒ ε

}
= a and the

rules of

{
a⇒ ba
a⇒ ε

}
= {〈〈a, 〈b,a〉〉〉,〈〈a, /0〉〉}.

Let a be a set. One can check that{a⇒ ε} is non empty. Letb be a set. One can verify that

{a⇒ b} is non empty and

{
a⇒ ba
a⇒ ε

}
is non empty.

Let D be a non empty set. The total grammar overD yielding a strict context-free grammar is
defined by the conditions (Def. 10).

(Def. 10)(i) The carrier of the total grammar overD = D∪{D},
(ii) the initial symbol of the total grammar overD = D, and

(iii) the rules of the total grammar overD = {〈〈D, 〈d,D〉〉〉;d ranges over elements ofD: d =
d}∪{〈〈D, /0〉〉}.

Let D be a non empty set. One can verify that the total grammar overD is non empty.
In the sequela, b are sets andD is a non empty set.
Next we state several propositions:

(10) The terminals of{a⇒ ε}= /0.

(11) The language generated by{a⇒ ε}= { /0}.

(12) If a 6= b, then the terminals of{a⇒ b}= {b}.

(13) If a 6= b, then the language generated by{a⇒ b}= {〈b〉}.

(14) If a 6= b, then the terminals of

{
a⇒ ba
a⇒ ε

}
= {b}.

(15) If a 6= b, then the language generated by

{
a⇒ ba
a⇒ ε

}
= {b}∗.

(16) The terminals of the total grammar overD = D.

(17) The language generated by the total grammar overD = D∗.

Let I1 be a non empty context-free grammar. We say thatI1 is effective if and only if the
conditions (Def. 11) are satisfied.

(Def. 11)(i) The language generated byI1 is non empty,

(ii) the initial symbol ofI1 ∈ the nonterminals ofI1, and

(iii) for every symbols of I1 such thats∈ the terminals ofI1 there exists a stringp of I1 such
that p∈ the language generated byI1 ands∈ rngp.

Let I1 be a context-free grammar. We say thatI1 is finite if and only if:

(Def. 12) The rules ofI1 are finite.

One can check that there exists a non empty context-free grammar which is effective and finite.
Let G be an effective non empty context-free grammar. Then the nonterminals ofG is a non

empty subset ofG.
Let X be a set and letY be a non empty set. Note that there exists a relation betweenX andY

which is function-like.
Let X, Y be non empty sets, letp be a finite sequence of elements ofX, and let f be a function

from X into Y. Then f · p is an element ofY∗.
Let R be a binary relation. The functorR∗ yielding a binary relation is defined by the condition

(Def. 13).
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(Def. 13) Letx, y be sets. Then〈〈x, y〉〉 ∈ R∗ if and only if the following conditions are satisfied:

(i) x∈ fieldR,

(ii) y∈ fieldR, and

(iii) there exists a finite sequencep such that lenp≥ 1 andp(1) = x andp(lenp) = y and for
every natural numberi such thati ≥ 1 andi < lenp holds〈〈p(i), p(i +1)〉〉 ∈ R.

Let X, Y be non empty sets and letf be a function fromX into Y. The functor f ∗ yields a
function fromX∗ into Y∗ and is defined as follows:

(Def. 14) For every elementp of X∗ holds f ∗(p) = f · p.

In the sequelRdenotes a binary relation.
One can prove the following proposition

(18) R⊆ R∗.

Let X be a non empty set and letRbe a binary relation onX. ThenR∗ is a binary relation onX.
Let G be a non empty context-free grammar, letX be a non empty set, and letf be a function

from the carrier ofG into X. The functorG( f ) yielding a strict context-free grammar is defined as
follows:

(Def. 15) G( f ) = 〈X, f (the initial symbol ofG), f ` · the rules ofG· f ∗〉.

We now state the proposition

(19) For all setsD1, D2 such thatD1 ⊆ D2 holdsD1
∗ ⊆ D2

∗.

REFERENCES

[1] Grzegorz Bancerek. The fundamental properties of natural numbers.Journal of Formalized Mathematics, 1, 1989. http://mizar.
org/JFM/Vol1/nat_1.html.

[2] Grzegorz Bancerek and Krzysztof Hryniewiecki. Segments of natural numbers and finite sequences.Journal of Formalized Mathematics,
1, 1989.http://mizar.org/JFM/Vol1/finseq_1.html.
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