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Summary. In the class of all collinearity structures a subclass of (dimension free)
projective spaces, defined by means of a suitable axiom system, is singled out. Whenever a
real vector space V is at least 3-dimensional, the structure ProjectiveSpace(V) is a projective
space in the above meaning. Some narrower classes of projective spaces are defined: Fano
projective spaces, projective planes, and Fano projective planes. For any of the above classes
an explicit axiom system is given, as well as an analytical example. There is also a construction
a of 3-dimensional and a 4-dimensional real vector space; these are needed to show appropriate
examples of projective spaces.
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The articles|[8], [1R], [[10], (1], [13], [T1], [[¥1, [[11], [[9], [[5], [[6], and[[4] provide the notation and
terminology for this paper.

For simplicity, we follow the rulesV denotes a real linear spaag,p, g, r, S, U, v, W, Y, Uz, Vi,
Wy, Up, Vo, Wo denote elements &f, a, b, ¢, d, az, by, ¢1, ap, ¢ denote real numbers, azdienotes
a set.

Next we state several propositions:

(1) Suppose that for a#l, b, ¢ such thata-u+b-v+c-w= 0y holdsa= 0 andb =0 and
c=0. Then

(i) uis aproper vector,
(i)  vis a proper vector,
(i)  wis a proper vector,
(iv) u,vandw are not lineary dependent, and
(v) uandvare not proportional.
(2) Letgivenu,v, us, vi. Suppose that for adl, b, a1, by suchthat-u+b-v+a;-u;+by-vy =
Oy holdsa= 0 andb = 0 anda; = 0 andb; = 0. Thenu is a proper vector andis a proper
vector andu andv are not proportional and, is a proper vector ang is a proper vector and

u; andv; are not proportional and, v andu; are not lineary dependent ang, v; andu are
not lineary dependent.

(3) Suppose for every there existg, b, c such thatv=a-p+b-g+c-r and for alla, b, ¢
such thata- p+b-g+c-r =0y holdsa= 0 andb = 0 andc = 0. Let givenu, u;. Then there
existsy such thatp, q andy are lineary dependent anglu; andy are lineary dependent and
y is a proper vector.
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(4) Suppose that
(i) for everywthere exist, b, ¢, d such thaw=a-p+b-g+c-r+d-s,and

(i) forall a, b, c, dsuchtha@a-p+b-g+c-r+d-s=0y holdsa=0andb=0andc=0
andd =0.

Let givenu, v. Supposal is a proper vector andis a proper vector. Then there existw
such that

(i)  u,vandw are lineary dependent,
(iv) g, r andy are lineary dependent,
(v) p,wandy are lineary dependent,
(vi) yis a proper vector, and
(vii) wis a proper vector.
(5) Suppose that for adi, b, a1, by such that-u+b-v+a; -u; + by - v1 = 0y holdsa= 0 and

b= 0 anda; = 0 andb; = 0. Then there does not exigsuch thaly is a proper vector and,
v andy are lineary dependent amg, v; andy are lineary dependent.

Let us consideY, u, v, w. We say that, v andw are proper vectors if and only if:
(Def. 1) uis a proper vector andis a proper vector ang is a proper vector.

Let us conside¥, u, v, w, up, v1, wi. We say that, v, w, uz, v, andw; lie on a triangle if and
only if the conditions (Def. 2) are satisfied.
(Def. 2)()) u, vandw; are lineary dependent,
(i) u,wandv; are lineary dependent, and
(i) v, wandu; are lineary dependent.
Let us conside¥, o, u, v, W, Uy, V2, Wo. We say thab, u, v, w, Uy, V2, andw, are perspective if
and only if the conditions (Def. 3) are satisfied.
(Def. 3)()) o, uandu; are lineary dependent,
(i) o,vandwvs are lineary dependent, and
(i) o, wandw; are lineary dependent.

Next we state three propositions:

(6) Suppose that

(i) o,uanduy are lineary dependent,
(i) oanduare not proportional,
(i)  oanduy are not proportional,
(iv) uanduy are not proportional, and
(v) o, uandu, are proper vectors.

Then there existy, by such thab; - u; = 0+ a; - uanda; # 0 andb; # 0 and there existy,
Cp such thati, = ¢2- 0+ az-uandc, # 0 anday # 0.

(7) Suppose, g andr are lineary dependent aqplandq are not proportional ang, g andr
are proper vectors. Then there exsb such that =a-p+b-q.

(8) Suppose that is a proper vector and, v andw are proper vectors angb, v, andw,
are proper vectors angy, v; andw; are proper vectors ang u, v, w, Uz, Vo, andw, are
perspective and andu, are not proportional and andv, are not proportional and andw,
are not proportional and andu, are not proportional andandv, are not proportional and
w andw, are not proportional and, u andv are not lineary dependent andu andw are
not lineary dependent argj v andw are not lineary dependent angv, w, uz, vi, andw; lie
on a triangle and, Vo, Wo, Uz, V1, andws lie on a triangle. Themy, v; andw; are lineary
dependent.
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Let us conside¥, o, u, v, w, Up, Vo, Wp. We say thab, u, v, w, Uz, Vo, andw, lie on an angle if
and only if the conditions (Def. 4) are satisfied.
(Def. 4)()) o, uanduy are not lineary dependent,
(i) o,uandv are lineary dependent,
(iii) o, uandw are lineary dependent,
(iv) o, up andv; are lineary dependent, and
(v) o, uz andws are lineary dependent.

Let us conside¥, o, u, v, w, Uz, V2, Wo. We say thab, u, v, w, Uy, Vo, W, are half-mutually not
proportional if and only if the conditions (Def. 5) are satisfied.

(Def. 5) oandv are not proportional and andw are not proportional and andv, are not propor-
tional ando andw, are not proportional and andv are not proportional andandw are not
proportional andl; andv, are not proportional and, andw, are not proportional andand
w are not proportional ang andw, are not proportional.

We now state the proposition

(9) Suppose that is a proper vector and, v andw are proper vectors ang, v, andw, are
proper vectors ands, v1 andw; are proper vectors amg u, v, w, Uy, Vo, andw, lie on an
angle and, u, v, w, U, Vo, Wy are half-mutually not proportional ang v, andw; are lineary
dependent andy, v andw; are lineary dependent angw, andv; are lineary dependent and
w, Uz andv; are lineary dependent angw, andu; are lineary dependent amg v, andu;
are lineary dependent. Ther, v1 andw; are lineary dependent.

We use the following convention denotes a non empty sdt,g, h, f; denote elements &,
andxq, X2, X3, X4 denote elements .
The following propositions are true:

(10) There exisf, g, h such that

(i) for everyzsuch thaz € Aholds ifz=x;, thenf(z) =1 and ifz# x;, thenf(z) =0,
=0, and
=0.

(i) for everyzsuch thatz € A holds ifz= x, theng(z) = 1 and ifz# x, theng(z

~

(iiiy  for every zsuch that € A holds ifz= x3, thenh(z) = 1 and ifz# x3, thenh(z

~—

(11) Suppose that; € A andx; € A andxs € A andx; # X andxy # X3 andx, # x3 and for
everyzsuch thaz € Aholds ifz=xg, thenf(z) = 1 and ifz# x1, thenf (z) = 0 and for every
z such thatz € A holds if z= xp, theng(z) = 1 and ifz # xo, theng(z) = 0 and for everyz
such thatz € A holds ifz= x3, thenh(z) = 1 and ifz # x3, thenh(z) = 0. Let givena, b, c. If
+ea(+ra(Eal{@ ), 5a((b, ), -pa({c, h))) = Oga, thena = 0 andb = 0 andc = 0.

(12) Supposeg € A andxe € A andxz € A andxy # X2 andx; # X3 andxy # x3. Then there
existf, g, hsuch that for all, b, cif +za(+ga(-ga((a, f)), Fa((b, 9))), Fa({C, ))) = Oga,
thena=0andb=0andc=0.

(13) Suppose that = {x1,X%2,X3} andx; # xz andx; # x3 andx, # Xz and for everyz such that
ze Aholds ifz=xg, thenf(z) =1 and ifz# X1, thenf (z) = 0 and for every such thaz € A
holds ifz= xp, theng(z) = 1 and ifz# xp, theng(z) = 0 and for every such that € A holds
if z= x3, thenh(z) = 1 and ifz # x3, thenh(z) = 0. Let i be an element dk”. Then there
exista, b, c such that! = +pa(+pa(-pa((@ f)), Ea((b, 9))), Ea({c, h))).

(14) Supposé = {x1,X2,X3} andx; # Xz andx; # x3 andx, # x3. Then there exist, g, h such
that for every elemertt’ of R” holds there exisa, b, ¢ such that' = +pa(+za(-Ea({a, f)),

£, (b, 9))), Ea({c, h))).
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(15) Supposé\ = {x1,X2,X3} andx; # Xz andx; # x3 andx, # x3. Then there exist, g, h such
that

(i) foralla b, csuch thattga(+ga(Fa((a f)), Ea((b, 6))), Fa({c, h))) = Opa holdsa=0
andb=0andc=0, and

(i) for every elementy of R there exist, b, ¢ such thatY = +pa(+ralpal{@ ), al(b,
9))). zal{c. h))).
(16) There exists a non trivial real linear spaAtand there exist elementisv, w of V such that
(i) forall a b, csuchthat-u+b-v+4c-w=0y holdsa= 0 andb = 0andc=0, and
(i) for every elemeny of V there exist, b, c such thay =a-u+b-v+c-w.

(17) There exisf, g, h, f1 such that
(i) for everyzsuch thaz € Aholds ifz=xg, thenf(z) = 1 and ifz# xg, thenf(z) =0,
(i) for everyzsuch that € Aholds ifz= xp, theng(z) = 1 and ifz# x,, theng(z) = 0
(iii)  for every zsuch that € A holds ifz= x3, thenh(z) = 1 and ifz# xs, thenh( 0, and
(iv) for everyzsuch that € Aholds ifz= x4, thenfi(z) = 1 and ifz# x4, thenfy(z) = 0.

2)

)

2)

(18) Suppose tha € Aandx; € Aandxs € Aandxs € A andxy # xp andxg # X3 andxy # Xq
andxy # x3 andxy # X4 andxs # x4 and for every such thaz € Aholds ifz=xg, thenf(z) =1
and ifz# xq, then f(z) = 0 and for every such thaz € A holds ifz= xp, theng(z) = 1 and
if z+ xp, theng(z) = 0 and for everyz such thatz € A holds if z= x3, thenh(z) = 1 and if
z# X3, thenh(z) = 0 and for everyz such thatz € A holds if z= x4, then f1(z) = 1 and if
z# x4, thenfy(z) = 0. Let givena, b, ¢, d. Supposetga(+pa(+gal-pal{@ f)), ga({b, 9))),

2al{c, h))), Ea({d, f1))) = Oga. Thena= 0 andb = 0 andc = 0 andd = 0.

(19) Supposeg € A andxp € Aandxs € A andxy € A andxg # X andxg # Xz andxy # Xq
andx, # x3 andxp # X4 andxs # x4. Then there exist, g, h, f1 such that for all, b, c, d
it +pa(+pa(Fra(Ea((@ 1), Fa((b. 6)). Ea({c, D)), Ea((d, F1))) = Oga, thena=0 and
b=0andc=0andd =0.

(20) Suppose thah = {x1,%2,X3,X4} andxy # X2 andx; # x3 andxy # x4 andxz # x3 and
X2 # X4 andxz # X4 and for everyz such thatz € A holds if z= x;, then f(z) = 1 and if
z# X1, then f(z) = 0 and for everyz such thatz € A holds if z= xp, theng(z) = 1 and if
Z# X2, theng(z) = 0 and for everyz such thatz € A holds if z= x3, thenh(z) = 1 and if
z# X3, thenh(z) = 0 and for everyz such thatz € A holds if z= x4, then f1(z) = 1 and if
z+# X4, then f1(z) = 0. Let b’ be an element oRA. Then there exisa, b, ¢, d such that

W = +ga(tea(+ralEal{a 1)), 5a((b, @), Za({c, ). 5a((d, f1))).

(21) Supposé = {X1,X2,X3,Xa} andxy # Xp andxg # x3 andxy # Xq4 andxy # X3 andxz # x4
andxz # X4. Then there exist, g, h, f; such that for every elemeht of R holds there exist
a b, ¢, d such that! = +pa(+pa(-+ral-ga((a, ), ga({b, @), gal{c, h))), gal{d, f1))).

(22) Supposé = {x1,X2,X3,X4} andxy # xp andxy # Xz andxy # Xq4 andxz # X3 andxy # x4
andxg # x4. Then there exist, g, h, f; such that

(I) for all a, b! C, d such that+RA(+RA(+RA('§A((a7 f))a %A((ba g)))a '%A((Q h)))a %A((da
f1))) = Oga holdsa= 0 andb = 0 andc = 0 andd = 0, and

(i)  for every elementf of R” there exist, b, ¢, d such that = +pa(+pa(+ga(-Fa((a, f)),
wa(0,9))), Ral{c, h))), Za((d, f2))).
(23) There exists a non trivial real linear spAtand there exist elementsv, w, u; of V such
that

(i) foralla b,c dsuchthaa-u+b-v+c-w+d-u; =0y holdsa=0andb=0andc=0
andd =0, and

(i) for every elemeny of V there exis, b, ¢, d suchthay=a-u+b-v+c-w+d-u;.
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Letl; be areal linear space. We say thais up 3-dimensional if and only if:

(Def. 6) There exist elementsv, wy of 11 such that for al, b, c such thag-u+b-v+c-wy =0y )
holdsa =0 andb =0 andc=0.

Let us note that there exists a real linear space which is up 3-dimensional.
One can check that every real linear space which is up 3-dimensional is also non trivial.
LetC; be a non empty collinearity structure. Let us observe@has reflexive if and only if the

condition (Def. 7) is satisfied.

(Def. 7) Letp, q, r be elements o€;. Thenp, g andp are collinear ang, p andq are collinear
andp, g andq are collinear.

Let us observe that; is transitive if and only if the condition (Def. 8) is satisfied.

(Def. 8) Letp, q,r,r1, ro be elements of;. Supposep # qandp, g andr are collinear ang, q
andr; are collinear angb, g andr; are collinear. Them, r1 andr; are collinear.
Letl; be a non empty collinearity structure. We say thas Vebleian if and only if the condition
(Def. 9) is satisfied.

(Def.9) Letp, p1, p2, I, r1 be elements of;. Suppose, p1 andr are collinear ang, p2 andr;
are collinear. Then there exists an elemenf I; such thatp, p, andr, are collinear and,
r, andr, are collinear.

We say that; is at least 3 rank if and only if:

(Def. 10) For all elementp, q of |1 there exists an elemenbf |1 such thatp # r andq #r andp, q
andr are collinear.

We use the following conventio denotes a non trivial real linear spacey, w, y, U1, Vi, Wy
denote elements &f, andp, p1, 9, q1, 02, O3, I, f'1, 2, r3 denote elements of the projective space
overV.

One can prove the following proposition

(24) p, gandr are collinear if and only if there exist v, w such thatp = the direction ofu and
g = the direction ofv andr = the direction ofw andu is a proper vector and is a proper
vector andw is a proper vector and, v andw are lineary dependent.

Let us consideY. Observe that the projective space oVes reflexive and transitive.
One can prove the following proposition

(25) Suppose, g andr are collinear. Then
(i) p,randgare collinear,
(i) g, pandr are collinear,
(i) r,gandpare collinear,
(iv) r, pandqare collinear, and
(v) g,randpare collinear.
Let us consideY. Note that the projective space o%éis Vebleian.
LetV be an up 3-dimensional real linear space. Observe that the projective spadé isver
proper.
Next we state the proposition

(26) Givenu, v such that let givera, b. If a-u+b-v= 0y, thena= 0 andb = 0. Then the
projective space ovef is at least 3 rank.
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LetV be an up 3-dimensional real linear space. Observe that the projective spateis\ar
least 3 rank.

Let us observe that there exists a non empty collinearity structure which is transitive, reflexive,
proper, Vebleian, and at least 3 rank.

A projective space defined in terms of collinearity is a reflexive transitive Vebleian at least 3
rank proper non empty collinearity structure.

Letl; be a projective space defined in terms of collinearity. We say thefFanoian if and only
if the condition (Def. 11) is satisfied.

(Def. 11) Letps, r2, g, r1, 1, P, I be elements off;. Suppose thaps, r, andq are collinear and;,
g1 andq are collinear angh1, r1 andp are collinear andy, gq; andp are collinear angb, q;
andr are collinear andy, r1 andr are collinear angb, g andr are collinear. Then

(i)  p1, r2 andq; are collinear, or
(i)  p1,rz andrq are collinear, or
(iii)  p1, r1 andq; are collinear, or
(iv) ro,rpandqy are collinear.

We say that; is Desarguesian if and only if the condition (Def. 12) is satisfied.

(Def. 12) Leto, p1, P2, P3, 01, 02, U3, I'1, I'2, I3 be elements of;. Suppose that # g; andp; # 1
ando # gy and p2 # g2 ando # gz and ps # gz ando, p; and p, are not collinear and, p;
and pz are not collinear and, p, andpg are not collinear ang;, p; andrs are collinear and
01, gz andrs are collinear angb,, p3 andr are collinear andjp, gz andr; are collinear and
p1, p3 andr; are collinear andj;, gz andr, are collinear ana, p1 andq; are collinear and
0, pz andgy are collinear an@, ps andgs are collinear. Themy, r, andrs are collinear.

We say that; is Pappian if and only if the condition (Def. 13) is satisfied.

(Def. 13) Leto, p1, p2, P3, d1, G2, O3, 1, I2, r3 be elements of;. Suppose thad # p, ando # ps
andpy # ps andpy # p2 and p1 # ps ando # gz ando # gz anda # gz andq: # g2 and
01 # gz ando, p; andq; are not collinear and, p; andpy are collinear an@, p; andps are
collinear ando, g1 andgy are collinear ana, g; andqgz are collinear angs, g2 andrs are
collinear andyz, p2 andrs are collinear ang;, gs andr; are collinear angs, g1 andr; are
collinear andpy, g3 andry are collinear angbs, g2 andr; are collinear. Theng, r, andrz are
collinear.

Let I; be a projective space defined in terms of collinearity. We saylihiat2-dimensional if
and only if the condition (Def. 14) is satisfied.

(Def. 14) Letp, p1, 0, g1 be elements of;. Then there exists an elemeantf |1 such thatp, p; and
r are collinear andj, g; andr are collinear.

We introducd is up 3-dimensional as an antonymlgis 2-dimensional.
Let1; be a projective space defined in terms of collinearity. We saylthiatat most 3 dimen-
sional if and only if the condition (Def. 15) is satisfied.

(Def. 15) Letp, p1, G, a1, 2 be elements of;. Then there exist elementsr; of I; such thatp, g
andr are collinear angh1, g1 andr; are collinear and,, r andr; are collinear.
Next we state the proposition
(28@ Suppose thaps, ro andq are collinear andi, g; andq are collinear angbs, r1 andp are

collinear andr,, gq; and p are collinear ang, g1 andr are collinear and», r; andr are
collinear andp, g andr are collinear. Then

(i) p1,r2 andq; are collinear, or
(i)  p1,r2andry are collinear, or
(i) p1,r1andaq; are collinear, or
(iv) rp,rpandq; are collinear.

1 The proposition (27) has been removed.
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LetV be an up 3-dimensional real linear space. One can verify that the projective spave over
is Fanoian, Desarguesian, and Pappian.
We now state several propositions:

(29) Givenu, v, wsuch that for alk, b, c such that- u+b-v+c-w= 0y holdsa=0andb=0
andc = 0 and for every there exist, b, ¢ such thaty =a-u+b-v+c-w. Then there exist
elements(, X of the projective space ovét such thatx; # x, and for allry, r, there exists
g such thak;, xo andq are collinear andy, r, andq are collinear.

(30) Given elementg;, x; of the projective space ovéf such thatx; £ X, and for allry, r»
there existg) such thatx;, xo andq are collinear ands, r, andq are collinear. Let giverp,
p1, 0, q1. Then there exists such thatp, p; andr are collinear and, g1 andr are collinear.

(31) Givenu, v, wsuch that for alk, b, ¢ such that-u+b-v+c-w= 0y holdsa=0andb=0
andc = 0 and for every there exist, b, c such thaty = a-u+b-v+ c-w. Then there exists
a projective spac€; defined in terms of collinearity such that = the projective space over
V andC; is 2-dimensional.
(32) Giveny, u, v, wsuch that
(i) for everyws there exist, b, a1, by such thatv; =a-y+b-u+a;-v+bg-w and

(i) forall a b, a3, by such thata-y+b-u+a;-v+by-w=_0y holdsa=0 andb =0 and
a; = 0 andb; =0.

Then there exisp, g1, gz such that
(i) p, g1 andgy are not collinear, and
(iv) forall rq, ro there existys, r3 such thatrq, ro andrs are collinear andj;, g, andgs are
collinear andp, r3 andgs are collinear.
(33) Suppose that
(i) the projective space ov&tis proper and at least 3 rank, and

(i) there existp, qi1, g2 such thatp, g1 andq, are not collinear and for all, ro there exist
gs, r3 such thar, r> andrg are collinear andj;, gz andgs are collinear angb, r3 andqgz are
collinear.

Then there exists a projective spacgedefined in terms of collinearity such th@ = the
projective space ov&f andC; is at most 3 dimensional.
(34) Giveny, u, v, wsuch that
(i) for everyw; there exist, b, ¢, c; such thatv; =a-y+b-u+c-v+cg-w, and

(i) forall a, b, a1, by such thata-y+b-u+a;-v+by-w=_0y holdsa=0 andb =0 and
a; = 0 andb; = 0.
Then there exists a projective spaégdefined in terms of collinearity such th@ = the
projective space ov&f andC; is at most 3 dimensional.

(35) Givenu, v, ug, vq such that let givem, b, a1, b;. If a-u+b-v+a; -u; + by - vy =0y, then
a= 0 andb =0 anda; = 0 andb; = 0. Then there exists a projective spdeedefined in
terms of collinearity such th&; = the projective space ovdrandC; is non 2-dimensional.

(36) Givenu, v, up, v1 such that
(i) for everywthere exish, b, a1, by suchthaiv=a-u+b-v+a;-u; +b;y vy, and
(i) forall a b, a1, by suchthat-u+b-v+a;-u;+by-vi =0y holdsa=0 andb =0 and
a; = 0 andb; =0.
Then there exists a projective spdcgdefined in terms of collinearity such th@g = the
projective space ova&f andC; is up 3-dimensional and at most 3 dimensional.
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Let us observe that there exists a projective space defined in terms of collinearity which is strict,
Fanoian, Desarguesian, Pappian, and 2-dimensional and there exists a projective space defined in
terms of collinearity which is strict, Fanoian, Desarguesian, Pappian, at most 3 dimensional, and up
3-dimensional.

A projective plane defined in terms of collinearity is a 2-dimensional projective space defined in
terms of collinearity.

One can prove the following proposition

(37) LetCy; be a non empty collinearity structure. Then the following statements are equivalent
(i) C,isa2-dimensional projective space defined in terms of collinearity,

(i) Cyis an at least 3 rank proper collinearity space and for all elemgnps, g, g1 of C;
there exists an elemenbf C; such thatp, p; andr are collinear andj, g; andr are collinear.
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