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Summary. The collinearity structure denoted by ProjectiveSpace(V) is correlated
with a given vector spac¥ (over the field of Reals). It is a formalization of the standard
construction of a projective space, where points are interpreted as equivalence classes of the
relation of proportionality considered in the set of all non-zero vectors. Then the relation of
collinearity corresponds to the relation of linear dependence of vectors. Several facts con-
cerning vectors are proved, which correspond in this language to some classical axioms of
projective geometry.

MML ldentifier: ANPROJ_1.

WWW: http://mizar.orqg/JFM/Vol2/anproj_1.html

The articles([7],[[2],1101],[[3],[5], 4], [1], [6], [9], and([B] provide the notation and terminology for
this paper.

We adopt the following conventio’ denotes a real linear spaqe,q, r, U, v, W, Y, U, V1, Wy
denote elements &f, anda, b, ¢, a;, by, ¢1, ag, by, ¢, denote real numbers.

LetV be areal linear space and [gbe an element of . We introducep is a proper vector as a
synonym ofp is non-zero.

Let us consideY, p, g. We say thap andq are proportional if and only if:
(Def. ZE] There exist, b such that- p=b-ganda# 0 andb # 0.

Let us notice that the predicapesandq are proportional is reflexive and symmetric.
We now state three propositions:

(SE] p andq are proportional iff there existssuch thath£ 0 andp=a-q.

(6) If pandu are proportional and andq are proportional, thep andq are proportional.

(7) pand @ are proportional iffp = Oy.

Let us consideY, u, v, w. We say that,, v andw are lineary dependent if and only if:
(Def. 3) There exist, b, c such that-u+b-v+c-w=0y butas 0orb#0orc#0.

One can prove the following propositions:

(Qﬂ Suppose that
(i) uandu; are proportional,

1 The definition (Def. 1) has been removed.
2 The propositions (1)-(4) have been removed.
3 The proposition (8) has been removed.
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(i) vandvy are proportional,

(i)  wandw; are proportional, and

(iv) u,vandw are lineary dependent.
Thenuy, v1 andw; are lineary dependent.

(10) Suppose, vandw are lineary dependent. Then
(i) u,wandv are lineary dependent,
(i) v, uandw are lineary dependent,

(i)  w, vandu are lineary dependent,

(iv) w, uandv are lineary dependent, and
(v) v,wandu are lineary dependent.

(11) Suppose is a proper vector and is a proper vector and andw are not proportional.
Thenv, w andu are lineary dependent if and only if there exasb such thau=a-v+b-w.

(12) Suppose andq are not proportional and; - p+bi-q=az-p+by-qandpis a proper
vector andy is a proper vector. Theay = a, andb; = by.

(13) Ifu,vandw are not lineary dependent aag- u+b1-v+cy-w=ay-u+b,-v+c-w, then
a; = ap andb; = by andc; = cy.
(14) Suppose that
() pandqare not proportional,
(i) u=a-p+by-q,
(i) v=ax-p+be-q,
(iV) al-bz—az-b1=0,
(v) pisa proper vector, and
(vi) gis aproper vector.
Thenu andv are proportional ou = Oy orv=0y.

(15) Ifu=0y orv=0y orw= 0y, thenu, vandw are lineary dependent.

(16) Supposel andv are proportional ow andu are proportional ow andw are proportional.
Thenw, u andv are lineary dependent.
(17) Suppose, vandw are not lineary dependent. Then
(i) uis aproper vector,
(i)  vis a proper vector,
(i)  wis a proper vector,
(iv) uandv are not proportional,
(v) vandw are not proportional, and
(vi) wandu are not proportional.

(18) If p+qg=0y, thenpandq are proportional.

(19) Suppose that

(i) pandgare not proportional,

(i)  p,gqanduare lineary dependent,
(i)  p, gandv are lineary dependent,
(iv) p, gqandw are lineary dependent,

(v) pisaproper vector, and

(vi) qis a proper vector.

Thenu, vandw are lineary dependent.
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(20) Suppose that
(i) u,vandw are not lineary dependent,
(i)  u,vandp are lineary dependent, and
(i) v,wandqare lineary dependent.
Then there existy such thatu, w andy are lineary dependent ang g andy are lineary
dependent angdis a proper vector.
(21) Suppose andq are not proportional ang is a proper vector angis a proper vector. Let
givenu, v. Then there existg such that
(i) yisapropervector,
(i) u,vandy are lineary dependent,
(iii)  uandy are not proportional, and
(iv) vandy are not proportional.
(22) Suppose, g andr are not lineary dependent. Let givenv. Supposel is a proper vector

andv is a proper vector and andv are not proportional. Then there exigtsuch that is a
proper vector and, v andy are not lineary dependent.

(23) Suppose that, v andq are lineary dependent amg y andq are lineary dependent arngl
w andp are lineary dependent andy andp are lineary dependent angly andr are lineary
dependent and, w andr are lineary dependent aqiq andr are lineary dependent ands
a proper vector and is a proper vector andis a proper vector. Then

() u,vandyare lineary dependent, or
(i)  u,vandw are lineary dependent, or
(i)  u,wandy are lineary dependent, or
(iv) v, wandy are lineary dependent.

In the sequek, y, zare sets.
Let us consideY. The proper vectors &f is defined by:

(Def. 4) For every sat holdsu € the proper vectors of iff u# Oy anduis an element o¥/.

One can prove the following proposition
(ZGE] For everyu holdsu € the proper vectors &f iff uis a proper vector.

Let us consideY¥. The proportionality irV yielding an equivalence relation of the proper vec-
tors ofV is defined by the condition (Def. 5).

(Def. 5) Letgiverx, y. Then(x, y) € the proportionality in/ if and only if the following conditions
are satisfied:

(i) xethe proper vectors &f,
(i) yethe proper vectors &f, and
(i)  there exist elements, v of V such thak = u andy = v andu andyv are proportional.

The following propositions are true:

(ZSE] If (x,y) € the proportionality iV, thenx is an element o¥ andy is an element o¥.

(29) (u, V) € the proportionality iV if and only if uis a proper vector andis a proper vector
andu andv are proportional.

4 The propositions (24) and (25) have been removed.
5 The proposition (27) has been removed.
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Let us consideY and let us consider. The direction ofv yields a subset of the proper vectors
ofV and is defined by:

(Def. 6) The direction off = [V}, proportionality irV -

Let us consideY. The projective points ovéf is defined by the condition (Def. 7).
(Def. 7) There exists a family of subsets of the proper vectors\bsuch thaty = Classes (the
proportionality inV) and the projective points over=Y.
LetV be a non empty zero structure. Let us observeVthattrivial if and only if:
(Def. 8) For every elementof V holdsu = Oy.

Let us mention that there exists a real linear space which is strict and non trivial.
The following proposition is true

(33@ LetV be a real linear space. Th&his a non trivial real linear space if and only if there
exists an element of V such thau € the proper vectors of.

We follow the rules¥V is a non trivial real linear space agmlq, r, u, v, w are elements of .

Let us consideY. Observe that the proper vectors\ofs non empty and the projective points
overV is non empty.

The following two propositions are true:

(34) If pis a proper vector, then the directionpfs an element of the projective points over

(35) Supposeis a proper vector anglis a proper vector. Then the directionf the direction
of qif and only if p andq are proportional.

Let us consideY. The projective collinearity ovaf yielding a 3-ary relation of the projective
points ovel is defined by the condition (Def. 9).

(Def. 9) Letx, y, zbe sets. Therx, y, z) € the projective collinearity ove&f if and only if there
existp, g, r such thak = the direction ofp andy = the direction ofg andz = the direction of
r andp is a proper vector angis a proper vector andis a proper vector angd, g andr are
lineary dependent.

Let us conside¥. The projective space ov¥ryielding a strict collinearity structure is defined
as follows:

(Def. 10) The projective space ovér= (the projective points ov&f, the projective collinearity
overv).

Let us consideY. Observe that the projective space oVeas hon empty.
Next we state four propositions:
(39 Let givenV. Then
(i) the carrier of the projective space ower= the projective points ovéf, and
(i) the collinearity relation of the projective space ovet the projective collinearity over.
(40) Supposéx, y, z) € the collinearity relation of the projective space oVerThen there exist
p, g, r such that
x = the direction ofp andy = the direction ofg andz = the direction ofr andp is a proper
vector andj is a proper vector andis a proper vector ang, g andr are lineary dependent.

(41) Supposal is a proper vector angl is a proper vector and is a proper vector. Then
(the direction ofu, the direction ofv, the direction ofw) € the collinearity relation of the
projective space ovéf if and only if u, vandw are lineary dependent.

(42) xis an element of the projective space oVeif and only if there existal such that is a
proper vector and = the direction ofu.

6 The propositions (30)—(32) have been removed.
" The propositions (36)—(38) have been removed.
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